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Overview
Introduction
• DiVincenzo Criteria
• Characterising coherence times

Survey of possible qubits and implementations
• Neutral atoms
• Trapped ions

• Colour centres (e.g., NV-centers in diamond)
• Quantum dots
• Superconducting qubits (charge, phase, flux)

• NMR
• Optical qubits

• Topological qubits

Summary and comparison

 
   



DiVincenzo Criteria:

D. P. DiVincenzo “The Physical Implementation of Quantum Computation”, Fortschritte der Physik 48, p. 771 (2000) 
arXiv:quant-ph/0002077 

Requirements for the implementation of quantum computation
1. A scalable physical system with well characterized qubits

2. The ability to initialize the state of the qubits to a simple fiducial state, such as |000...⟩

3. Long relevant decoherence times, much longer than the gate operation time
       (see next section)

4. A “universal” set of quantum gates
        (single qubit rotations 
           +  C-Not / C-Phase / .... )

5. A qubit-specific measurement capability
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Desiderata for quantum communication

6. The ability to interconvert stationary and flying qubits
7. The ability faithfully to transmit flying qubits between specified locations

Quantum Computer A

Quantum Computer B

Quantum Computer C



Characterising coherence times
• Coherence times for qubits are characterized by the timescales:
   (1) for a change in the probability of occupation of either qubit state; and
   (2) for a randomisation of the phase in superposition states
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|1i
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Rydberg blockade gate

• Excitation of atom 1 (⇡�pulse g $ r)

• Excitation and deexcitation of atom 2 (2⇡�pulse g $ r)

• Deexcitation of atom 1 (⇡�pulse g $ r)

Initial Step 1 Step 2 Step 3

|eei |eei |eei |eei
|gei �i|rei �i|rei �|gei
|egi |egi �|egi �|egi
|ggi �i|rgi �i|rgi (not |rri) �|ggi

DiVincenzo Criteria

• 5+2 Requirements for general-purpose quantum computing:

Decoherence

• State

| i = ↵|0i+ �|1i

• Density matrix

⇢ = | ih |

!
✓

|↵|2 ↵�⇤

�↵⇤ |�2|

◆

• Timescale T1 characterises changes in |↵|2 and |�|2

• Timescale T2 characterises decay of ↵�⇤
, �↵⇤

(loss of purity)

• Typically, T2 < T1

• For ensemble measurements (e.g., repeated measurements with fluctuating param-

eters or multiple qubits in inhomogeneous environments), the system may appear to

decohere, due to averaging on a timescale T ⇤
2 < T2

• This can often be corrected, e.g., by spin-echo experiments that remove the averaging

over the fluctuating parameter
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Neutral atoms



Rb:



Alkali atoms

S1/2

• e.g., Rb, Li, K, Cs,....
• Qubits encoded on long-lived hyperfine states

|0i

|1i

P1/2

Alkaline earth (-like) atoms

1S0

3P1
3P0

3P2

1P1

• e.g., Sr, Yb,....
• Metastable electronic states

• or nuclear spin states 

|0i |1i
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Back to the DiVincenzo Criteria:

D. P. DiVincenzo “The Physical Implementation of Quantum Computation”, Fortschritte der Physik 48, p. 771 (2000) 
arXiv:quant-ph/0002077 

Requirements for the implementation of quantum computation
1. A scalable physical system with well characterized qubits

2. The ability to initialize the state of the qubits to a simple fiducial state, such as |000...⟩

3. Long relevant decoherence times, much longer than the gate operation time

4. A “universal” set of quantum gates
        (single qubit rotations 
           +  C-Not / C-Phase / .... )

5. A qubit-specific measurement capability
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Initialisation

S1/2

• Optical pumping
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P1/2

�+

Decoherence times
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Controlled collisions

Initial Final

|00i |00i
|01i e�iUT/~|01i
|10i |10i
|11i |11i

DiVincenzo Criteria

• 5+2 Requirements for general-purpose quantum computing:

Decoherence

• State

| i = ↵|0i+ �|1i

• Density matrix

⇢ = | ih |

!
✓

|↵|2 ↵�⇤

�↵⇤ |�2|

◆

• Timescale T1 characterises changes in |↵|2 and |�|2

• Timescale T2 characterises decay of ↵�⇤
, �↵⇤

(loss of purity)

• Typically, T2 < T1

• For ensemble measurements (e.g., repeated measurements with fluctuating param-

eters or multiple qubits in inhomogeneous environments), the system may appear to
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Decoherence times for neutral atoms

• T1 is very long (e.g., generated by blackbody radiation, T1 > 100s)

• T2 is limited, e.g., by inhomogeneous magnetic field fluctuations (measured scales

~100ms - 20s)

•



Single-qubit gates

S1/2

• Raman transitions or radio frequency / microwave fields

|0i

|1i

P1/2

• In appropriate parameter regimes, resonant laser coupling will generate the equations

of motion (Schrödinger equation)

i
d
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� 1

2⌦(t) 0
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�
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where we make a Rotating wave approximation, and write the qubit states in the ro-

tating frame. This treatment is excellent (good to within a factor of ⇠ 10

�8
in typical

experiments). We have also chosen the phase of ⌦ so that it is real at the location of

the qubit.

• Introducing ⌧ =

R t
0 ⌦(t)dt as a new time variable we can solve this equation exactly:
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• In particular a so-called ⇡-pulse
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and a 2⇡ pulse returns the atom to its ground state,
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but with a negative sign for the amplitudes (rotation of a spin-1/2 by 2⇡ changes the

sign).
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Experiments:



          

• Features:
– Control via magnetic field / laser light
– Microscopically well understood systems

3.45 mW
2.2 mW

1.0 mWCs BEC Innsbruck

Degenerate Bose/Fermi Gases in the laboratory:

K/Li/Sr Experiment Innsbruck:

Bose-Einstein 
Condensate

Degenerate 
Fermi Gas



laserlaser

off-resonant 
laser

AC Stark shift V (x) = �(⇥)I = V0 sin2(kx)

Dipole traps and optical 
lattices:

• Dipole traps for single atoms can be used to trap individual atoms for quantum
   computing purposes
• Optical lattices allow preparation of a whole register at once, in contrast, e.g., to 
   trapped ions. 



Quantum Register

|1�

• Array of singly occupied sites
• Qubits encoded in long-lived internal states

(alkali atoms - electronic states, e.g., hyperfine)
• Entanglement via Rydberg gates or via 

controlled collisions in a spin-dependent lattice

|0�

Requirements:
• Long lived storage of qubits
• Addressing of individual qubits
• Single and two-qubit gate operations



Rydberg Blockade Gates:

VOLUME 85, NUMBER 10 P H Y S I C A L R E V I E W L E T T E R S 4 SEPTEMBER 2000

For two atoms in the given initial Stark eigenstate, the
diagonal terms of Vdip provide an energy shift whereas
the nondiagonal terms couple !m, m" ! !m 6 1, m 7 1"
adjacent m manifolds with each other. We will assume
that these transitions are suppressed by an appropriate
choice of the initial Stark eigenstate [7]. As an illus-
tration we choose the hydrogen state jr# ! jn, q ! n 2
1, m ! 0# and find for a fixed distance r ! Rez of the two
atoms that u!R" ! $rj ≠ $rjVdip!Rez" jr# ≠ jr# is equal
to u!R" ! 29%n!n 2 1"&2!a0'R"3!e2'8pe0a0" ~ n4. In
alkali atoms we have to replace n by the effective quan-
tum number n [6]. We will use this large energy shift to
entangle atoms.

The configuration we have in mind is as follows (see
Fig. 1). We consider two atoms, which for the moment
are assumed to be at fixed positions xj with j ! 1, 2 la-
beling the atoms, at a distance R ! jx1 2 x2j. We store
qubits in two internal atomic ground states (e.g., hyper-
fine levels) denoted by jg#j ( j0#j and je#j ( j1#j . The
ground states jg#j are coupled by a laser to a given Stark
eigenstate jr#j . The internal dynamics is described by a
model Hamiltonian

Hi!t, x1, x2" ! ujr#1$rj ≠ jr#2$rj

1
X

j!1,2

∑
%dj!t" 2 ig& jr#j$rj

2
Vj!t, xj"

2
!jg#j$rj 1 H.c."

∏
, (2)

with Vj!t, xj" Rabi frequencies, and dj!t" detunings of
the exciting lasers. g accounts for loss from the excited
states jr#j .

Including the atomic motion, the complete Hamiltonian
has the structure

H!t, x̂1, x̂2" ! HT !x̂1, x̂2" 1 Hi!t, x̂1, x̂2" (3a)

( He!t, x̂1, x̂2" 1 Hi!t, x1, x2" , (3b)

FIG. 1. (a) Setup: A constant electric field along the z direc-
tion is applied to alkali atoms trapped in microtraps. (b) Level
scheme: Two ground states jg# and je# (qubits), and laser exci-
tation to the Rydberg state jg# ! jr#.

where HT describes the motion and trapping of the atoms,
and x̂j are the atomic position operators, and define r̂ !
x̂1 2 x̂2. Our goal is to design a phase gate for the inter-
nal states with a gate operation time Dt with the internal
Hamiltonian Hi!t, x1, x2" in Eq. (3b), where (the c num-
bers) xj now denote the centers of the initial atomic wave
functions as determined by the trap, while avoiding mo-
tional effects arising from He!t, x̂1, x̂2". This requires that
the gate operation time Dt is short compared to the typi-
cal time of evolution of the external degrees of freedom,
HeDt ø 1. Under this condition, the initial density op-
erator of the two atoms evolves as re ≠ ri ! re ≠ r0

i
during the gate operation. Thus the motion described by
re does not become entangled with the internal degrees of
freedom given by ri . Typically, the Hamiltonian HT will
be of the form

HT !
X

j!1,2

Ω∑
p̂2

j

2m
1 VT

j !x̂j"
∏

!jg#j$gj 1 je#j$ej"

1

∑
p̂2

j

2m
1 Vr

j !x̂j"
∏
jr#j$rj

æ
, (4)

which is the sum of the kinetic energies of the atoms and
the trapping potentials for the various internal states. In our
estimates for the effects of motion we will assume that the
potentials are harmonic with a frequency v for the ground
states, and v0 for the excited state.

Physically, for the splitting of the Hamiltonian accord-
ing to Eq. (3b) to be meaningful we require the initial
width of the atomic wave function a, as determined by
the trap, to be much smaller than the mean separation
between the atoms R. We expand the dipole-dipole in-
teraction around R, Vdip!r̂" ! u!R" 2 F!r̂z 2 R" 1 . . . ,
with F ! 3u!R"'R. Here the first term gives the en-
ergy shift if both atoms are excited to state jr#, while
the second term contributes to He and describes the
mechanical force on the atoms due to Vdip . Other
contributions to He arise from the photon kick in the
absorption jg# ! jr#, but these terms can be suppressed
in a Doppler-free two photon absorption, for example. We
obtain He!x̂1, x̂2" ! HT 2 F!r̂z 2 R" jr#1$rj ≠ jr#2$rj.

We will now study several models for phase gates ac-
cording to dynamics induced by Hi . A schematic overview
of the internal evolution of the two Rydberg atoms is
given in Fig. 2 (with shorthand notation jg#1 ≠ je#2 (
jge#, etc.).

Model A.—We assume Vj ¿ u, and in this scheme
individual addressing of the atoms is not necessary, i.e.,
V1 ! V2 ! V. We set d1 ! d2 ! 0. We perform the
gate with three steps: (i) apply a p pulse to the two
atoms, (ii) wait for a time Dt ! w'u, and (iii) apply
again a p pulse to the two atoms. Since the Rabi
frequency V is much larger than the interaction energy,
the first pulse will transfer all the occupation from the
states jg#j to the states jr#j and the second laser pulse
will bring the population back to the ground states jg#j .
Between the two pulses the state jrr# will pick up the

2209• Excitation of atoms to Rydberg states (highly excited electronic states), 
   with long-range interactions

Jaksch, Cirac, Zoller, Rolston, Coté, Lukin, PRL 2000



Rydberg Blockade Gates:
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A. Gäetan, Y. Miroshnychenko, T. Wilk, A. Chotia, M. Viteau, D. Comparat, P. Pillet, A. Browaeys, and P. Grangier, 
 Nature Phys. 5, 115 (2009). 
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FIG. 2. Schematics of the ideal scheme. The internal state
jg!j is coupled to the excited state jr!j by the Rabi frequency
Vj"t# with the detuning dj"t#. The state je!j decouples from the
evolution of the rest of the system.

extra phase w ! uDt. Thus, this scheme realizes a
phase gate operating on the time scale Dt ~ 1$u. We
note that the accumulated phase depends on the precise
value of u, i.e., is sensitive to the atomic distance. The
probability of loss due to g is approximately given
by pl ! 2wg$u. Furthermore, during the gate opera-
tion (i.e., when the state jrr! is occupied) there are large
mechanical effects due to the force F. This motivates the
following model.

Model B.—We assume u ¿ Vj . Let us for the
moment assume that the two atoms can be addressed
individually [8], i.e., V1"t# fi V2"t#. We set dj ! 0 and
perform the gate operation in three steps: (i) We apply a
p pulse to the first atom, (ii) a 2p pulse [in terms of the
unperturbed states, i.e., it has twice the pulse area of pulse
applied in (i)] to the second atom, and, finally, (iii) a p
pulse to the first atom. As can be seen from Fig. 2, the
state jee! is not affected by the laser pulses. If the system
is initially in one of the states jge! or jeg! the pulse
sequence (i)–(iii) will cause a sign change in the wave
function. If the system is initially in the state jgg! the
first pulse will bring the system to the state ijrg!, the
second pulse will be detuned from the state jrr! by
the interaction strength u, and thus accumulate a small
phase w̃ % pV2$2u ø p . The third pulse returns the
system to the state ei"p2w̃#jgg!, which realizes a phase
gate with w ! p 2 w̃ % p (up to trivial single qubit
phases). The time needed to perform the gate operation
is of the order Dt % 2p$V1 1 2p$V2. Loss from
the excited states jr!j is small provided gDt ø 1, i.e.,
Vj ¿ g. If we choose u ! 1.8 GHz, Vj ! 100 MHz,
and g ! 100 kHz [9] we find a probability of loss from
the excited states of pl ! 3.4%.

An adiabatic version of this gate has the advantage that
individual addressing of the two atoms is not required,
V1,2"t# & V"t# and d1,2"t# & d"t#. In this scheme we
assume the time variation of the laser pulses to be slow on
the time scale given by V and d (but still larger than the
trap oscillation frequency), so that the system adiabati-
cally follows the dressed states of the Hamiltonian Hi .
After adiabatically eliminating the state jrr!, we find the
energy of the dressed level adiabatically connected to the

initial state jgg! to be given by egg"t# ! sgn"d̃# 'jd̃j 2
"d̃2 1 2V2#1$2($2 with d̃ ! d 2 V2$"4d 1 2u# the
detuning including a Stark shift. For the dressed levels
connected to jeg! and jge! we have eeg"t# ! sgn"d# 3
'jdj 2 "d2 1 V2#1$2($2. The entanglement phase follows
as w"t# !

Rt
0 dt0 'egg"t0# 2 2eeg"t0#(. For a specific

choice of pulse duration and shape V"t# and d"t# we
achieve w & w"Dt# ! p (see Fig. 3a). In Fig. 3b the
phases accumulated in the dressed states of jgg! and
jeg! "jge!#, and the resulting entanglement phase w
are shown. To satisfy the adiabatic condition, the gate
operation time Dt is approximately 1 order of magnitude
longer than in the gate discussed above.

A remarkable feature of model B is that, in the ideal
limit, the doubly excited state jrr! is never populated.
Hence, the mechanical effects due to atom-atom interac-
tion are greatly suppressed. Furthermore, this version of
the gate is only weakly sensitive to the exact distance be-
tween the atoms, since the distance-dependent part of the
entanglement phase w̃ ø p [10]. These features allow
one to design robust quantum gates with atoms in lattices
that are not filled regularly.

We now turn to a discussion of decoherence mecha-
nisms, which include spontaneous emission, transitions
induced by black body radiation, ionization of the
Rydberg states due to the trapping or exciting laser
fields, and motional excitation of the trapped atoms.
While dipole-dipole interaction increases with n4, the
spontaneous emission and ionization of the Rydberg states
by optical laser fields decreases proportional to n23. For
n , 20 the black body radiation is negligible in compari-
son with spontaneous emission, and similar conclusions
hold for typical ionization rates from the Rydberg states
for the numbers quoted in the context of Fig. 3.

We now calculate the motional effects described by He

on the fidelity of the gate. The dipole-dipole force, given
by F, causes a momentum kick to both atoms when they
populate jrr!. We assume the atoms to be initially in the
ground state of the trapping potential. For the adiabatic

FIG. 3. (a) The Rabi frequency V"t# normalized to V0 !
100 MHz (solid curve), d"t# normalized to d0 ! 1.7 GHz
(dashed curve). We chose g ! 100 kHz and u ! 1.8 GHz.
(b) Accumulated phase of the state jgg! (dashed curve) and
jge! (dash-dotted curve). The resulting accumulated w"t# is
given by the solid curve and the probability of loss from the
excited state is found to be pl ! 1.7%.
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Gates by controlled collisions

|1�

• State - dependent lattice: particles move only if they are in state 0
• If two particles are present on the same site, their energy shifts by U due 

to collisions. This leads to a phase accumulation

|0�

D. Jaksch, H.-J. Briegel,J. I. Cirac, C. W. Gardiner, and P. Zoller, PRL 82, 1975 (’99)
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DiVincenzo Criteria

• 5+2 Requirements for general-purpose quantum computing:

Decoherence

• State

| i = ↵|0i+ �|1i

• Density matrix

⇢ = | ih |

!
✓

|↵|2 ↵�⇤

�↵⇤ |�2|

◆

• Timescale T1 characterises changes in |↵|2 and |�|2

• Timescale T2 characterises decay of ↵�⇤
, �↵⇤

(loss of purity)

• Typically, T2 < T1

• For ensemble measurements (e.g., repeated measurements with fluctuating param-

eters or multiple qubits in inhomogeneous environments), the system may appear to

decohere, due to averaging on a timescale T ⇤
2 < T2

• This can often be corrected, e.g., by spin-echo experiments that remove the averaging

over the fluctuating parameter



Collisional Gates (simple example): • Gate: controlled collisions
   D. Jaksch et al., PRL 82, 1975 (’99)

• Operation performed in parallel for  
    whole system
• Simple preparation of a cluster state
• Ideal setup for measurement-based
   quantum computing.

internal states

move

      Atom 1   Atom 2

collision “by hand“

3P0
1S0



Back to the DiVincenzo Criteria:

D. P. DiVincenzo “The Physical Implementation of Quantum Computation”, Fortschritte der Physik 48, p. 771 (2000) 
arXiv:quant-ph/0002077 

Requirements for the implementation of quantum computation
1. A scalable physical system with well characterized qubits

2. The ability to initialize the state of the qubits to a simple fiducial state, such as |000...⟩

3. Long relevant decoherence times, much longer than the gate operation time

4. A “universal” set of quantum gates
        (single qubit rotations 
           +  C-Not / C-Phase / .... )

5. A qubit-specific measurement capability

 

|0i

|1i

|0i
|1i

U U

control                    target



New Possibility: In-situ measurement of atoms, correlation functions:

• Experiments: Harvard, Chicago, Munich, Oxford, Toronto,.....
• e.g., Markus Greiner’s “Microscope” at Harvard:



HARVARD UNIVERSITY n MIT
CENTER FOR ULTRACOLD ATOMS



New Possibility: In-situ measurement of atoms, correlation functions:
• Experiments: Harvard, Chicago, Munich, Oxford, Toronto,.....
• “Quantum Gas Microscopes” at Harvard / Garching:

W. S. Bakr, A. Peng, M. E. Tai, R. Ma, J. Simon, J. I. Gillen, S. Foelling, L. Pollet, and M. Greiner, 
Science 329, 547-550 (2010).

C. Weitenberg, M. Endres, J. F. Sherson, M. Cheneau, P. Schauß, T. Fukuhara, I. Bloch, and S. Kuhr, 
Nature 471, 319-324 (2011).

was used to project a square lattice potential
onto the pancake cloud with a periodicity of a =
680 nm, as described in (4). The lattice depth
was ramped exponentially with a time constant
of 81 ms up to a maximum depth of 16Er, where
Er is the recoil energy of the effective lattice
wavelength given by h2/8ma2 (where m is the
mass of 87Rb and h is Planck’s constant). In a
homogeneous system in two dimensions, the
transition to a Mott insulator with one atom per
site occurs at a ratio of interaction energy to tun-
neling rate of U/J = 16.7 (17–19), corresponding
to a lattice depth of 12.2Er. During this ramp,
the initial transverse confinement of 9.5 Hz was
increased such that the cloud size remained ap-
proximately constant. After preparing the many-
body state, we imaged the atoms by increasing
the lattice depth by a factor of several hundred,
and then illuminated the atoms with laser cool-
ing light that served to localize the atoms while
fluorescence photons were collected by high-
resolution optics. As a result of the imaging pro-
cess, the many-body wave function was projected
onto number states on each lattice site. In addi-
tion, light-assisted collisions immediately ejected
atoms in pairs from each lattice site, leaving be-
hind an atom on a site only if its initial occupation
was odd (20). The remaining atoms scattered
several thousand photons during the exposure
time and could be detected with high fidelity. By
preparing the sample repeatedly under the same
conditions, we deduced the probability podd of
having an odd number of atoms on a site before
the measurement.

For a coherent state on a lattice site with
mean atom number l, podd is given by ½[1 –
exp(−2l)] < ½. In a Mott-insulating region in
the zero temperature and zero tunneling limit,
podd = 1 for shells with an odd atom number per
site, and podd = 0 for shells with an even atom
number per site. Figure 1, A to D, shows flu-
orescence images in a region of the cloud as the
final depth of the lattice is increased. The initial
superfluid density was chosen to obtain an in-
sulator with two shells on the Mott side of the
transition; the region shown is in the outer shell
containing one atom per site. For high filling
fractions, the lattice sites in the images were
barely resolved, but the known geometry of the
lattice and imaging system point-spread function
obtained from images at sparser fillings allowed
reliable extraction of site occupations (16).

We used 24 images at each final lattice depth
to determine podd for each site. The transverse
confining potential varied slowly relative to the
lattice spacing, and the system was, to a good
approximation, locally homogeneous. We made
use of this to improve the error in our determi-
nation of podd by averaging over a group of lattice
sites—in this case, 51 sites for regions in the
first shell and 30 sites for regions in the second
shell (Fig. 1E). In the n = 1 shell, we detected an
atom on a site with probability 94.9 T 0.7% at a
lattice depth of 16Er. We measured the lifetime
of the gas in the imaging lattice and determined

that 1.75 T 0.02% of the occupied sites were
detected as unoccupied, as a result of atoms lost
during the imaging exposure time (1 s) because

of background gas collisions. The average oc-
cupation numbers and error bars shown in Fig.
1E include corrections for this effect.

Fig. 1. Single-site imaging of
atom number fluctuations across
the superfluid–Mott insulator
transition. (A to D) Images with-
in each column are taken at
the same final 2D lattice depth
of 6Er (A), 10Er (B), 12Er (C),
and 16Er (D). Top row: In situ
fluorescence images from a re-
gion of 10 × 8 lattice sites
within the n = 1 Mott shell that
forms in a deep lattice. In the
superfluid regime [(A) and (B)],
sites can be occupied with odd
or even atom numbers, which
appear as full or empty sites,
respectively, in the images. In
the Mott insulator, occupancies
other than 1 are highly sup-
pressed (D). Middle row: results
of the atom detection algorithm
(16) for images in the top row.
Solid and open circles indicate
the presence and absence, re-
spectively, of an atom on a site.
Bottom row: Time-of-flight fluo-
rescence images after 8-ms ex-
pansion of the cloud in the 2D
plane as a result of nonadiabat-
ically turning off the lattice and the transverse confinement (averaged over five shots and binned over 5 × 5
lattice sites). (E) Measured value of podd versus the interaction-to-tunneling ratio U/J. Data sets, with 1s error
bars, are shown for regions that form part of the n = 1 (squares) and n = 2 (circles) Mott shells in a deep
lattice. The lines are based on finite-temperature Monte Carlo simulations in a homogeneous system at
constant temperature-to-interaction ratio (T/U) of 0.20 (dotted red line), 0.15 (solid black line), and 0.05
(dashed blue line). The axis on the right is the corresponding odd-even variance given by podd(1 − podd).
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Fig. 2. Single-site imaging of the
shell structure in a Mott insulator.
(A to D) The images show podd on
each site determined by averaging
20 analyzed fluorescence images.
The lattice depth is 22Er and the
transverse confinement is 45 Hz. As
the atom number is increased, the
number of shells in the insulator
increases from one to four. The val-
ue of podd for odd-numbered shells
is close to 1; for even-numbered
shells, it is close to 0. The atom num-
bers, determined by in situ imaging
of clouds expanded in the plane, are
120 T 10 (A), 460 T 20 (B), 870 T
40 (C), and 1350 T 70 (D). (E and F)
Long-wavelength disorder can be cor-
rected by projecting an appropriate
compensation light pattern onto the
atoms, resulting in nearly circular
shells. (E) podd (average of 20 ana-
lyzed images); (F) a single-shot raw
image (arbitrary units).
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atoms, which ideally should remain unaffected. For this purpose, we
monitored the probability of finding a hole at the sites next to the
addressed ones (dark blue regions in Fig. 3a, b and points in Fig. 3c). In
order to distinguish accidentally flipped neighbouring atoms from
holes that originate from thermal excitations of the initial Mott insu-
lator28, we also monitored the probability of finding a hole at the
second next neighbours (light blue regions and points in Fig. 3). As
both yielded the same hole probability of 6(2)%, we attribute all holes
to thermal excitations and conclude that the probability of addressing
a neighbouring atom is indiscernibly small. We fitted the hole prob-
ability p0(dx) of the addressed site with a flat-top model function (see
Methods), keeping the offset fixed at the thermal contribution of 6%.
From the fit, we derived a spin-flip fidelity of 95(2)%, an FWHM of
sa5 330(10) nm and an edge sharpness of ss5 50(10) nm (Fig. 3c).
These values correspond to 60% and 10% of the addressing beam
diameter, demonstrating that our method reaches sub-diffraction-
limited resolution, well below the lattice spacing.
The observedmaximum spin-flip fidelity is currently limited by the

population transfer efficiency of our microwave sweep. The edge
sharpness ss originates from the beam pointing error of = 0.1 alat
and from variations in the magnetic bias field. The latter causes fre-
quency fluctuations of ,5 kHz, which translate into an effective
pointing error of 0.05 alat at the maximum slope of the addressing
beam profile. The resolution sa could in principle be further reduced
by a narrower microwave sweep, at the cost of a larger sensitivity to
the magnetic field fluctuations. A larger addressing beam power
would reduce this sensitivity, but we observed that this deformed
the lattice potential, owing to the imperfect s2-polarization, allowing
neighbouring atoms to tunnel to the addressed sites.

Coherent tunnelling dynamics
The preparation of an arbitrary atom distribution opens up new pos-
sibilities for exploring coherent quantum dynamics at the single-atom
level. As an example, we studied the tunnelling dynamics in a one-
dimensional lattice (Fig. 4) which allowed us to determine how much
our addressing scheme affects the vibrational state of the atoms. We
started by preparing a single line of up to 18 atoms along the y direction
before we lowered the lattice along the x direction to Vx5 5.0(5) Er

within 200ms. At the same time, the other lattices were lowered to
Vy5 30 Er and Vz5 23 Er, which reduced the external confinement
along the x direction, but still suppressed tunnelling in the y and z
directions. After a varying hold time t, allowing the atoms to tunnel
along x, the atomic distributionwas frozenby a rapid 100ms rampof all
lattice axes to 56–90 Er. By averaging the resulting atomic distribution
along the y direction and repeating the experiment several times, we
obtained the probability distribution of finding an atom at the different
lattice sites (Fig. 4, bottom row).
This probability distribution samples the single-atom wave-

function after a coherent tunnelling evolution. We observed how
the wavefunction expands in the lattice and how the interference of
different paths leads to distinct maxima and minima in the distri-
bution, leaving for example almost no atoms at the initial position
after a single tunnelling time (Fig. 4c). This behaviour differs mark-
edly from the evolution in free space, where a Gaussian wave packet
disperses without changing its shape, always preserving a maximum
probability in the centre. For longer hold times, an asymmetry in the
spatial distribution becomes apparent (Fig. 4d), which originates from
an offset between the bottom of the external harmonic confinement
and the initial position of the atoms.
We describe the observed tunnelling dynamics by a simple

Hamiltonian including the tunnel coupling J(0) between twoneighbour-
ing sites and an external harmonic confinement, parameterized by the
trap frequencyvtrap, and the position offset xoffs (Methods). A single fit
to all probability distributions recorded at different hold times yields
J(0)/B5 940(20)Hz, vtrap/(2p)5 103(4)Hz and xoffs526.3(6) alat.
This is in agreement with the trap frequency vtrap/(2p)5 107(2)Hz
obtained froman independentmeasurement via excitationof thedipole
mode without the x lattice, whose contribution to the external confine-
ment is negligible compared to the other two axes. From J(0), we calcu-
lated a lattice depth ofVx5 4.6(1)Er, which agreeswith an independent
calibration via parametric heating. The expansion of the wave packet
can also be understood by writing the initial localized wavefunc-
tion as a superposition of all Bloch waves of quasi-momentum Bq,
with 2p/alat# q#p/alat. To each quasi-momentum Bq, one can
assign a velocity vq~ 1

B
LE
Lq, determined by the dispersion relation

E(q)522J(0) cos(qalat) of the lowest band. The edges of the wave
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Figure 2 | Single-site addressing. a, Top, experimentally obtained
fluorescence image of a Mott insulator with unity filling in which the spin of
selected atoms was flipped from |0æ to | 1æ using our single-site addressing
scheme. Atoms in state | 1æ were removed by a resonant laser pulse before
detection. Bottom, the reconstructed atom number distribution on the lattice.
Each filled circle indicates a single atom; the pointsmark the lattice sites.b, Top,
as for a except that a global microwave sweep exchanged the population in | 0æ

and |1æ, such that only the addressed atoms were observed. Bottom, the
reconstructed atom number distribution shows 14 atoms on neighbouring
sites. c–f, As for b, but omitting the atom number distribution. The images
contain 29 (c), 35 (d), 18 (e) and 23 (f) atoms. The single isolated atoms in
b, e and fwere placed intentionally to allow for the correct determination of the
lattice phase for the feedback on the addressing beam position.
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